
Abstract Two 3D-QSAR methods – CoMFA and CoM-
SIA – were applied to a set of 38 angiotensin receptor
(AT1) antagonists. The conformation and alignment of
molecules were obtained by a novel method – consensus
dynamics. The representation of biological activity, par-
tial charge formalism, absolute orientation of the mole-
cules in the grid, and grid spacing were also studied for
their effect on the CoMFA models. The models were
thoroughly validated through trials using scrambled ac-
tivities and bootstrapping. The best CoMFA model had a
cross-validated correlation coefficient (q2) of 0.632,
which improved with “region focusing” to 0.680. This
model had a “predictive” r2 of 0.436 on a test series that
was unique and with little representation in the training
set. Although the “predictive” r2 of the best CoMSIA
model, which included steric, electrostatic, and hydrogen
bond acceptor fields was higher than that of the best
CoMFA model, the other statistical parameters like q2,
r2, F value, and s were unsatisfactory. The contour maps
generated using the best CoMFA model were used to
identify the structural features important for biological
activity in these compounds.

Keywords AT1 receptor antagonists · CoMFA · 
CoMSIA · Consensus dynamics

Introduction

The renin–angiotensin system (RAS) is an important ele-
ment in regulation of blood pressure and maintenance of

electrolyte balance. [1] The RAS system elaborates sev-
eral points for intervention and development of therapeu-
tics for controlling hypertension. The angiotensin-con-
verting enzyme (ACE) and rennin inhibitors have an es-
tablished place in the management of hypertension. [2,
3] Because the active component in the RAS is angioten-
sin II (AII), antagonism of AII at the receptor level
(AT1) represents the most effective and specific way of
RAS modulation. The first non-peptide AT1 receptor an-
tagonist was Losartan developed by Dupont Merck
Pharm. Co. [4]

There are some reports on the development of a 3D-
pharmacophore and a 3D-QSAR (CoMFA) model for
non-peptide AT1-receptor antagonists, which appeared in
the mid-1990s. [5, 6, 7] Also, an alignment strategy for
just six AT1 receptor antagonists by combined use of a
simulated annealing method and cluster analysis has ap-
peared. [8] However, since then, several new AT1-recep-
tor antagonists have been reported and their inclusion in
a model would definitely have a profound effect on any
new 3D-QSAR models.

In this paper, two 3D-QSAR methods – CoMFA and
CoMSIA – have been used to develop 3D-QSAR models
for AT1-receptor antagonists. The latter method, to the
best of our knowledge, has never been applied to AT1-
receptor antagonists. In the CoMFA methodology, steric
and electrostatic properties are calculated by the Lenn-
ard-Jones and Coulomb potentials. [9] In the more recent
CoMSIA approach (comparative molecular similarity in-
dices analysis), similarity indices in the space surround-
ing the aligned molecules are computed. [10, 11] In
CoMFA, the hyperbolic functional form of the Lennard-
Jones potential yields interaction energies with unrealis-
tic values near the van der Waals surface of the mole-
cules. This is avoided in the analysis by truncating the
potentials (cut-off) to 30 kcal mol–1. In CoMSIA, instead
of interaction energies, similarity indices are calculated,
with a probe of radius 1 Å having charge, hydrophobi-
city, and hydrogen bond properties of +1. The functional
form of the interaction is Gaussian with an attenuation
factor α (generally 0.3), which overcomes the limitations
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of CoMFA. The introduction of hydrophobicity and hy-
drogen bonding brings a much-needed dimension to
CoMFA interactions. Another aspect of CoMSIA is that,
unlike CoMFA, the method is insensitive to the absolute
orientation of the molecules in the grid.

Materials and methods

Biological data

The molecules composing the training set were selected
based on homogeneity and consistency of biological da-
ta. Compounds were selected whose binding affinity was
expressed as an IC50 value which is the concentration of
the antagonist that displaces 50% of specifically bound
[125I][Sar1, Ile8]AII in a rabbit aorta preparation. In spite
of this strict selection criterion, there were difficulties in
collating data originating from different laboratories.
One such problem was the use of different reference
compounds and the IC50 values of the reference. For ex-
ample, in reports where Losartan (DuP-753) was used as
a reference, the IC50 values reported by the researchers
ranged from 19 to 50 nM. To offset these errors, we fol-
lowed two scales for expressing the binding values. In
the first scale, the negative logarithm of the IC50 (in M)
value (pIC50) was proportionated to the value of Losar-
tan with IC50 value as 50 nM. This value was chosen be-
cause it was common among the various reported values
for Losartan. Activity so modified has been named as
proportionate data (Y1). The second was the negative
logarithm of the original IC50 values (in M) reported by
the various researchers without considering the differ-
ences observed in the value of the reference compound
Losartan. This we refer to as non-proportionate data
(Y2).

The two pIC50 values (Y1 and Y2) for the 38 mole-
cules (Table 1, consisting of parts a, b, c, d, e, f, g, h, i, j,
and k) that constituted the training set are listed in Ta-
ble 2. It is interesting to note that there is a large diversi-
ty of structures belonging to the imidazole, [12] pyr-
azole, [13] imidazopyridine, [14, 15, 16, 17] triazole,
[18, 19, 20, 21] and imidazotriazole [22] series in the
training set. Furthermore, the range of biological activity
of molecules in the training set spans about five log or-
ders or more. All molecules have been considered in
their neutral form. 

Molecular modeling and alignment

All molecular modeling was carried out on a Silicon
Graphics O2 workstation with Sybyl v 6.7 (Tripos Inc.,
U.S.A.), Cerius2 v 4.0, and Discover v 98 (MSI, U.S.A.)
molecular modeling software.

The molecular conformation and alignment of mole-
cules are two sensitive input areas affecting CoMFA
models. The “active” conformation has generally been
extracted from the X-ray analysis of an inhibitor–

enzyme complex, [23] while alignments have been based
on “atom-fit” or “field-fit” methods. [24, 25] We have
followed a completely different approach – consensus
dynamics (CD) – to address the twin problems of confor-
mation and alignment. [26, 27] In this technique, a dy-
namics simulation of an ensemble of molecules (in this
case, the 38 molecules constituting the training set) is
carried out, in which the common elements in the set are

Table 1a Structure of molecules that form the training and test
sets for CoMFA and CoMSIA studies

Table 1b
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tethered together by a constraining function to the force-
field. The intermolecular interactions are switched off.
The procedure samples the conformational manifold of
the ensemble while constraining corresponding groups
within these molecules to occupy similar locations in
space. The procedure guarantees that the conformations
generated are accessible to all molecules in the ensem-
ble. This makes CD an ideal technique for generating
conformations and alignments critical to CoMFA.

Previously derived structure–activity relationships
have identified minimum pharmacophoric points, which
are critical for AT1 antagonism. [5, 6] These are a het-

erocyclic ring, a hydrogen bond acceptor function, an
acidic moiety, and an aromatic spacer that links the acid-
ic group to the heterocyclic ring. These features have
been highlighted in Fig. 1 for Losartan as an example.
Related elements can be easily identified in all 38 mole-
cules of the training set. The corresponding points in 
the different molecules were tied to each other by a re-
straining force with a constant of 100 kcal mol–1 Å–2.
The maximum permitted constraining force was
10 kcal mol–1. After tying up the molecules, the ensem-
ble was energy-minimized beginning with 15,000 steps
of steepest descents, which were succeeded by 17,000

Table 1c

Table 1d

Table 1e
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steps of conjugate gradients. This was followed by a
simulated annealing protocol, where the temperature of
the system was slowly raised to 900 K, in steps of
100 K, with a 9 ps dynamics run at each new tempera-
ture. On reaching 900 K, productive dynamics was car-
ried out for 100 ps. The trajectory of the ensemble was
sampled every 1 ps, resulting in 100 ensemble structures.
Each of the 100 ensemble structures was cooled to
300 K, lowering the temperature in steps of 100 K by a
1 ps dynamics. Finally, the structures were energy mini-
mized employing 12,000 steps of steepest descents 
and 15,000 steps of conjugate gradients. At the end 
of this minimization, all structures had a gradient of
0.001 kcal mol–1 Å–1 or lower.

In the MD simulations, the energy of the system was
calculated with the CVFF forcefield. [28] The dielectric
constant was 1.0; Newton's equations of motion were in-
tegrated with the Verlet algorithm [29] with a step size of
1 fs. Temperature control was achieved either by direct

scaling of atom velocities or by a weak coupling to a
temperature bath. [30] Finally, the 100 ensemble struc-
tures were clustered into families by hierarchical cluster-
ing [31] using rmsd as the descriptor.

Table 1f Table 1g
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Alignment by field-fit

Besides the CD generated alignment, a second type of
alignment employing field-fit strategy as followed in Ce-
rius2 was also carried out. The conformation of the mol-
ecules for field-fit was chosen from the ensemble confor-
mation with the lowest energy which was obtained
through consensus dynamics. Losartan was used as the
reference or target molecule for the field-fit process. The
field-fit method aligns two molecules by first calculating
both the steric and electrostatic fields around the mole-
cules. The two molecules are then oriented (in a rigid
fashion) to attain a maximum similarity overlap of
these fields. A pre-alignment based on moments of in-
ertia is done, to get the two molecules in a decent ori-
entation and position, before performing field similarity
calculations. The steric and electrostatic fields were
calculated by the universal force field [32] using a neu-
tral carbon atom for the estimation of the steric field
component.

Assignment of partial charges

There are numerous formalisms for calculating the par-
tial charges of atoms, and each method has a decisive ef-
fect on the overall CoMFA model. To gauge the effect of

Table 1h

Table 1i

Table 1j

Table 1k
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various assignment schemes on the CoMFA results, we
have calculated partial charges using the CVFF force-
field, [28] Gasteiger–Marsili method, [33] Gasteiger–
Hückel method, [34] and AM1 molecular electrostatic

potential (AM1-ESP) fitted partial charge method using
the ESP routine in MOPAC 6.0. [35]

Absolute orientation

Besides parameters of conformation, alignment, and par-
tial charges, the absolute orientation of the molecules in
the lattice also influences the CoMFA results. [36] The
effect of orientation relative to grid position was investi-
gated by systematically rotating the assembly of mole-
cules in the x, y, and z directions in a step size of 30°, us-
ing the STATIC ROTATE command in Sybyl v 6.7. The
q2 for each orientation in the grid was determined and
was seen to vary from 0.260 to 0.457, suggesting a de-
pendence on absolute orientation. The orientation which
gave the highest cross-validated correlation coefficient
(q2) was selected for further analysis.

Table 2 Experimental binding
affinity of molecules in the
training (1–38) and test
(39–83) sets

Molecule pIC50 pIC50 Reference Molecule pIC50 pIC50 Reference
ID (M) (M) ID (M) (M)

Y1a Y2a Y1a Y2a

1 7.30 7.30 12 43 5.32 5.31 22
2 9.92 10.14 21 44 8.48 8.48 22
3 8.20 8.43 21 45 9.55 9.76 21
4 9.02 9.25 21 46 6.92 6.92 20
5 8.09 8.09 15 47 9.0 9.0 15
6 8.69 8.69 15 48 7.73 7.95 17
7 9.52 9.52 15 49 6.80 7.76 17
8 9.13 9.09 17 50 7.26 7.25 22
9 6.20 6.17 17 51 8.06 8.06 12

10 8.09 8.06 17 52 8.22 8.22 12
11 8.11 8.11 20 53 8.72 8.72 12
12 9.13 9.13 20 54 7.60 7.69 13
13 7.11 7.11 20 55 6.79 6.88 13
14 6.16 6.16 20 56 7.62 7.61 22
15 6.69 6.79 13 57 6.92 6.92 22
16 7.64 7.74 13 58 9.57 9.56 14
17 9.64 9.74 13 59 9.68 9.67 14
18 8.67 8.76 13 60 7.86 7.82 17
19 8.65 8.65 14 61 9.03 9.0 17
20 9.69 9.69 14 62 7.89 7.88 22
21 5.28 5.28 22 63 7.98 8.30 41
22 8.52 8.52 22 64 6.11 6.43 7
23 7.52 7.52 22 65 5.91 6.23 42
24 6.05 6.05 22 66 8.60 8.92 43
25 7.76 7.76 22 67 5.70 6.09 44
26 8.85 8.85 22 68 6.44 6.76 45
27 8.10 8.10 22 69 7.03 7.35 7
28 6.65 6.65 22 70 6.56 6.88 44
29 5.78 5.88 19 71 6.75 7.07 44
30 5.98 6.08 19 72 8.20 8.52 46
31 9.26 9.36 19 73 5.88 6.2 44
32 7.89 7.88 19 74 6.91 7.22 47
33 9.67 9.76 19 75 8.03 9.15 48
34 8.16 8.25 19 76 6.0 6.31 44
35 9.72 9.82 19 77 6.94 7.26 49
36 7.58 7.67 12 78 7.26 7.58 7
37 9.69 9.69 12 79 6.60 6.92 50
38 8.44 8.53 12 80 7.26 7.85 51
39 8.20 8.30 19 81 8.38 8.69 51
40 9.30 9.30 12 82 5.70 6.02 52
41 7.70 7.69 12 83 6.35 6.67 47
42 9.20 9.30 13

a Y1 and Y2 denote proportion-
ate and non-proportionate ac-
tivity data. For details see text

Fig. 1 The labeled atoms (*) shown in Losartan as an example
were tethered to corresponding atoms in the ensemble of 38 mole-
cules of the training set for consensus dynamics simulations
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CoMFA settings

The CoMFA grid was automatically generated with the
default 4 Å, beyond the van der Waals radii of the as-
sembly of aligned molecules along each of the three
principal co-ordinate axes. Analysis was done for each
of the three grid spacings of 0.5 Å. 1.0 Å, and 2.0 Å. The
last spacing of 2.0 Å yielded the best CoMFA results. An
sp3 carbon atom with a formal charge of +1 served as the
probe. A distance-dependent dielectric (1/r) was used for
evaluation of the electrostatic energy. Cut-off was set to
30 kcal mol–1 for both steric and electrostatic energies.
The standard CoMFA scaling was applied to both steric
and electrostatic energies. Columns with a variance low-
er than 1.0 kcal were “filtered out” from the analysis.

PLS regression and validation

To determine the optimal number of components corre-
sponding to the lowest standard error of prediction
(PRESS) and the highest q2, SAMPLS [37] (sample-dis-
tance partial least squares) with leave-one-out (LOO), no
column filtering, and a maximum of ten variables was
carried out. This was followed by cross-validation by
LOO with the optimal number of components (deter-
mined in SAMPLS) and a column filtering of 1.0 to
yield the final cross-validated correlation coefficient q2

(also known as r2
cv). To cross check for any chance cor-

relations in the PLS analysis, [38] the PLS was repeated
with complete randomization of the biological data and
the q2 recalculated. This was repeated ten times.

The non-cross-validated models were then assessed
by the variance (r2), standard error of estimate (s), the F
value and standard deviation of error of calculation
(SDEC).

A bootstrap analysis [39] was carried out in 100 runs
for the various models and the mean r2 is reported as
r2

bootstrap.
A guiding factor for the choice between two models

was a higher q2 and a lower standard deviation of error
of prediction (SDEP).

q2-guided region selection (q2-GRS)

The q2-GRS process has been described in detail else-
where [36] and in recent reviews. [40] In CoMFA, a sig-
nificant number of lattice points are excluded from the
analysis because CoMFA standard scaling applies equal
weight to data from each lattice point in a given field.
The q2-GRS technique refines a model by increasing the
weight for those lattice points, which are most pertinent
to the model. Thus, the resultant q2 exhibits better statis-
tics compared to the conventional q2.

q2-GRS was executed with the REGION FOCUS
command in CoMFA.

The test set

The predictive ability of the CoMFA models was tested
against a set of 45 diverse compounds (39–83) in Ta-
ble 2, belonging to quinazolinones, [41, 42, 43] benzim-
idazoles, [44, 45] purines, [46, 47] pyrazolopyridines,
[48] and other unique compounds (Table 1, consisting of
parts a, b, c, d, e, f, g, h, i, j, and k). [15, 49, 50, 51] It is
important to note that nearly 21 of these molecules are
unique in the sense that they have no representation in
the training set. This puts a stringent test on the predic-
tive abilities of our CoMFA models. For the test set, the
“predictive” r2, s, and F ratio were calculated.

Conformation and alignment of the test set

The molecules in the test set were aligned to a template
in the CD trajectory that most closely matches their
structure. This was achieved with TEMPLATE FORCE
in Discover v 98 (MSI, U.S.A.). Matching points be-
tween the template and the test molecule were template
forced with a constant of 100 kcal mol–1 Å–2.

Extrapolation values for the test set

The extrapolation values were obtained with the PRE-
DICT command in the ANALYSIS menu of Sybyl
QSAR. Extrapolations were found to be below 0.3 log
unit predicted activity for each test set molecule, express-
ing confidence in the predictive values of the models.

CoMSIA settings

The five CoMSIA similarity index fields – steric, elec-
trostatic, lipophilic, and hydrogen bond donor and accep-
tor – were calculated at grid points using a common
probe atom of 1 Å radius with charge, hydrophobicity,
and hydrogen bond donor and acceptor properties of +1.
The attenuation factor α was set to 0.3.

QSAR contour maps

Contour maps were generated as scalar products of coef-
ficients and standard deviation (stdev*coeff), associated
with each CoMFA column. Favored and disfavored lev-
els were fixed at 80% and 20%, respectively, for both the
steric and electrostatic fields.

Results

The 100 ensemble conformations sampled by consensus
dynamics clustered into three groups. From each group
the lowest energy ensemble conformation was subjected
to CoMFA analysis. The three conformations have been
labeled as A, B, and C. As a representation of these ge-
ometries, the Losartan molecule in each of the three con-
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formations is shown in Fig. 2. Conformation C differs
from A in the sign of the torsion angle τ1, while B differs
from A in τ2. Conformation A corresponds to the X-ray
determined structure for Losartan and labeled “x’’ by
Belvisi et al. [6] The “g-type” conformation of Belvisi et
al. identifies with our conformation B. Conformation C
is unique to our study. As an example the alignment of
all the molecules in conformation A generated with con-
sensus dynamics is shown in Fig. 3. 

A trial PLS run on the training set in each of the three
conformations A, B, and C is given in Table 3. The best
statistics (q2, r2, F, and s) were seen for conformation A.

Fig. 2 The three major conformations A, B, and C being repre-
sented by Losartan. The torsions τ1, τ2, τ3, and τ4 uniquely identify
these conformations

Fig. 3 Alignment of the 38
molecules (in stereo view) in
the training set in conformation
A as generated by consensus
dynamics

Table 3 Differentiation of conformations by CoMFA

Conformation Analysis No. of q2 No. of r2 F s
molecules components

A Std. CoMFA 32 0.546 3 0.926 116.0 0.386
Region Focusing 0.710 5 0.982 291.0 0.195

B Std. CoMFA 31 0.497 4 0.957 145.9 0.275
Region Focusing 0.595 4 0.962 163.0 0.261

C Std. CoMFA 34 0.516 4 0.944 121.0 0.331
Region Focusing 0.700 6 0.976 185.1 0.223

Table 4 Effect of partial charge on q2 for the training set in con-
formation A

CoMFA Charge calculation method
data

CVFF Gasteiger– Gasteiger– AM1-ESP
Huckel Marseili

Conventional
PCs 6 7 6 3
q2 0.525 0.512 0.474 0.546
r2 0.982 0.990 0.981 0.926
s 0.201 0.156 0.209 0.386
F 228.8 325.9 209.8 116.8

Region focusing
PCs 6 6 6 5
q2 0.626 0.559 0.586 0.710
r2 0.980 0.970 0.980 0.982
s 0.213 0.262 0.212 0.195
F 202.5 133.1 194.5 291.6

This result did not vary significantly with the method of
representation of biological activity (Y1 or Y2 in Ta-
ble 2) for the molecules. Conformation A was then se-
lected for further studies.

Having decided the geometry to be used for the gen-
eration of the CoMFA models, the effect of atom partial
charges on the CoMFA analysis is given in Table 4. In a
conventional CoMFA setup, the AM1-ESP charges gave
a model with q2 and r2 nearly comparable to other charge
calculation methods, but fared poorly as regards the stan-
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dard error of estimate (s) and F ratio. However, region
focusing (q2-GRS) was seen to markedly improve the
statistics for the AM1-ESP charges over other methods
of charge calculation. The AM1-ESP charges were there-
fore selected for subsequent studies and development of
the final CoMFA model.

With the training set in conformation A, and the par-
tial charges for molecules assigned according to the
AM1-ESP formalism, the orientation of the assembly in
the grid was then optimized.

Table 5 summarizes the results of the final CoMFA
models with the optimized parameters. Model 1 was de-

Table 5 Summary of CoMFA and CoMSIA results for various models

CoMFA CoMFA CoMFA CoMSIA CoMSIA 
Model 1 Model 2 Model 3 Model 4 (EHA) Model 5 (SEA)

Std Region Std Region Std Region Std Region Std Region 
focusing focusing focusing focusing focusing

No. of molecules 32 32 34 34 31 31 32 32 34 34
No. of components 3 5 5 5 4 4 6 6 6 4
q2 0.546 0.710 0.632 0.680 0.539 0.596 0.524 0.601 0.452 0.468
SDEP 0.907 0.909 0.860 0.791 0.862 0.808 0.905 0.837 0.998 0.986
PRESS 0.956 0.792 0.893 0.834 0.944 0.886 1.028 0.948 1.111 1.056
r2 0.926 0.982 0.981 0.976 0.959 0.950 0.969 0.941 0.978 0.892
s 0.386 0.195 0.201 0.226 0.282 0.312 0.266 0.364 0.222 0.476
SDEC 0.361 0.175 0.182 0.204 0.258 0.285 0.235 0.322 0.198 0.439
F value 116.7 291.5 295.5 232.3 151.9 123.6 128.6 66.6 200.6 59.9
r2

pred 0.364 0.368 0.358 0.436 0.276 0.224 0.263 0.281 0.358 0.483
Steric 0.424 0.487 0.453 0.495 0.538 0.582 – – 0.214 0.335
Electrostatic 0.576 0.513 0.547 0.505 0.462 0.418 0.252 0.117 0.415 0.243
Hydrophobic – – – – – – 0.432 0.513 – –
H-acceptor – – – – – – 0.316 0.370 0.371 0.422

Fig. 4 a Demarcation of the
steric and electrostatic regions
of interest in the CoMFA con-
tour maps for Model 2 associat-
ed with molecule 2. b Steric
fields generated with CoMFA
using region focusing around
molecule 2. Yellow shows unfa-
vorable steric areas, while
green indicates regions where
bulk is predicted to improve af-
finity. c Electrostatics fields
generated with CoMFA in re-
gion focusing around molecule
2. Blue indicates regions where
positively charged substituents
are predicted to improve affini-
ty, while red identifies regions
where negatively charged subs-
tituents are likely to improve
affinity



veloped with proportionated activity data (Y1 in Ta-
ble 2). In this model, region focusing greatly improved
the q2 and lowered both PRESS, standard error of esti-
mate (s) and standard deviation of error of calculation
(SDEC). The conventional CoMFA model and the model
resulting from region focusing were comparable in their
predictive capabilities on the test compounds, i.e. their
“predictive” r2 were nearly the same.

When binding affinities were expressed in a non-pro-
portionate fashion (Y2 in Table 2), optimization of the
CoMFA yielded Model 2. Although the standard q2 of
Model 2 was slightly higher than the corresponding val-
ue of Model 1, its q2-GRS was a little lower than Model
1. However, it fared better as regards prediction of activ-
ity of molecules in the test set, with a “predictive” r2 of
0.436. (Predicted activities with residuals are given in
Table 6.) The standard deviation in error of prediction
(SDEP) was also the smallest for Model 2 as compared
to other models generated for this series (Table 5) and
overall Model 1 and Model 2 are fairly close to each oth-
er. They have nearly the same steric and electrostatic
contributions.

The CoMFA parameters for Model 3 generated with
the same conformations as Model 1 and aligned based on
field-fit are also listed in Table 5. This model was inferi-
or in all respects to the earlier Models 1 and 2; suggest-
ing that alignment based on pharmacophoric points is a
better picture of the binding conformation of these mole-
cules.

The CoMSIA studies were carried out with the same
geometry, alignment, and partial charges used to gener-
ate Models 1 and 2. With the activity represented in a
proportionate manner (Y1), of the 31 possible combina-
tions of the five property fields, the best CoMSIA model
(Model 4) had a q2 of 0.524, which improved with re-
gion focusing to 0.601. It included electrostatic, hydro-
phobic, and hydrogen bond acceptor fields (Table 5).
Further, inclusion of the steric field was seen to reduce
the correlation marginally. With Y2 activity, the 
CoMSIA model (Model 5) is best described by steric,
electrostatic, and hydrogen bond acceptor fields. This
model has a better “predictive” r2 than the previous
CoMSIA Model 4; however, other statistical parameters
leave a lot to be desired. In summation, the inclusion of
hydrophobic and hydrogen bonding acceptor fields did
not improve the quality of the models over those with
the standard CoMFA fields. This suggested that standard
CoMFA fields were adequate descriptors of receptor in-
teraction for this group of AT1 antagonists.

Analysis of contour maps

The CoMFA contour maps for Model 2 (model with the
best “predictive” r2) are discussed below. The mapped
regions are discussed in relation to molecule 2 (Fig. 4a),
which was the most potent molecule in the training set.

Analysis showed that the important steric fields
(Fig. 4b) were mainly concentrated around the side chain
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Table 6 Predicted activities and residuals of test compounds
(39–83) with Y2 activity by CoMFA Model 2

ID Activity (Y2) Predicted activity Residual

39 8.30 8.99 –0.69
40 9.30 8.91 0.39
41 7.69 8.89 –1.20
42 9.30 8.82 0.48
43 5.31 6.74 –1.43
44 8.48 7.34 1.14
45 9.76 9.73 0.03
46 6.92 7.24 –0.32
47 9.00 8.40 0.60
48 7.95 7.39 0.56
49 7.76 6.93 0.83
50 7.25 7.68 –0.43
51 8.05 7.95 0.10
52 8.22 8.82 –0.60
53 8.72 7.29 1.43
54 7.69 8.56 –0.87
55 6.88 6.64 0.24
56 7.61 7.14 0.47
57 6.92 8.29 –1.37
58 9.56 8.10 1.46
59 9.67 8.20 1.47
60 7.82 7.42 0.40
61 9.00 7.94 1.06
62 7.88 8.13 –0.25
63 8.30 8.05 0.25
64 6.43 6.20 0.23
65 6.23 7.01 –0.78
66 8.92 9.05 –0.13
67 6.09 6.96 –0.87
68 6.76 8.10 –1.34
69 7.35 7.34 0.01
70 6.88 7.55 –0.67
71 7.07 7.03 0.04
72 8.52 8.07 0.45
73 6.20 7.68 –1.48
74 7.22 6.11 1.11
75 9.15 10.0 –0.85
76 6.31 6.89 –0.58
77 7.26 8.26 –1.00
78 7.58 7.68 –0.10
79 6.92 8.08 –1.16
80 7.85 7.75 0.10
81 8.69 7.97 0.72
82 6.02 6.75 –0.73
83 6.67 6.31 0.36

(f) attached to the heterocyclic ring (a). The sterically fa-
vored region was juxtaposed with a sterically forbidden
region, indicating a strict conformational requirement of
the group (f). This is in accordance with structure–activi-
ty relationships [52] of e.g. 2-substituted triazolinones,
which indicates an optimal length and orientation of the
side chain at this position. Thus, the orientation and
bulkiness of the group (f) plays an important role in the
activity. The lower activity of molecules 14, 28, 65, and
74 could be attributed to the fact that phenyl or methyl
groups (the “f” related groups) extend into disfavored
steric regions. Correspondingly, the higher activity of
molecules 2, 4, 12, 17, 31, 33, 42, 47, 63, and 66 was
commensurate with the fact that the aromatic or the
methyl groups (again the “f” related groups) lay in ster-
ically favored regions. Another sterically disfavored area



denoted as “g” in Fig. 4a, (more apparent in those mole-
cules that have a large group in this position) was also
observed. This accounts for the moderate activity of
molecules 50, 54, 55, 56, 57, and 62, which had sub-
groups extending into this disfavored region. This corre-
lates well with SAR studies [22]. There was a small dis-
favored steric region around the C5 and C6 atoms of the
phenyl ring (c) and also at the terminal carbon atom of
the butyl chain (d). Consequently, propyl or ethyl groups
(“d” related groups) would seem appropriate for activity
in these molecules, falling in line with SAR studies of
imidazole-5-carboxylic acids. [53] The high activity of
molecules 40 and 51 results from the fact that the phenyl
rings of the benzoylsulfonamide moiety (“e” related
groups) fell in a sterically favored site. This nicely re-
lates to SAR studies seen for molecules in which the
tetrazole ring has been replaced by the acylsulfonamide
group. [12] When the acylsulfonamide group is changed
to acylsulfamide (e.g. molecules 41 and 52), SAR stud-
ies show a fall in the activity; [12] this is because the
phenyl group (“e” related group) of such molecules ex-
tends into an unfavorable steric region. However, when
the relatively “rigid” phenyl group is changed to a more
“flexible” heptyl chain (molecule 53), the activity im-
proves slightly on account of the fact that a portion of
the aliphatic chain reached into a favorable steric site.

An electrostatically favorable region (Fig. 4c) sur-
rounds the biphenyl moiety, suggesting that affinity
might be improved by placing an electronegative func-
tion on this moiety. This was apparent in molecules 2, 3,
and 4, which have a fluorine atom on the biphenyl ring
and have high activities. For the “e” related groups a
blue contour region was seen juxtaposed to a red contour
region. This suggested critical conformational place-
ments of the electropositive and electronegative groups.
These suggestions from the model comply with SAR
studies [54] where e.g. placement of a 5-methyl group on
the tetrazole moiety was seen to decrease the activity.
Another electrostatically favorable region was associated
with the side chain (f) of the heterocyclic ring (a). An
electropositive region was also seen near the tail portion
(e) of those molecules which had an SO2–NH group at-
tached to the biphenyl system. This implies that the ac-
tivity of such molecules may be improved by introduc-
tion of an electropositive group on the phenyl ring of the
SO2–NH–X–Ph moiety as present in molecules 20, 35,
40, 51, and such others.

Finally, the poor activity of molecule 24 could be
partly attributed to the location of the t-butyl group in
both sterically and electrostatically disfavored regions.

Discussion

Two 3D-QSAR methods – CoMFA and CoMSIA – were
applied on a training set of 38 AT1 antagonists to under-
stand structure–activity relationships. Significant CoM-
FA models were obtained which discriminated between
various geometries, alignment schemes, orientations, and
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partial charge formalisms. The conformation and align-
ment generated by consensus dynamics yielded a CoM-
FA model superior to that derived using field-fit. Like-
wise, partial charges calculated with the AM1-ESP for-
malism gave a model possessing a better q2 value than
other methods of charge calculation. Further analysis in-
dicated that the CoMFA models possessed better predic-
tive power and greater robustness compared to the CoM-
SIA models. This suggested that the steric and electro-
static fields of these molecules are adequate descriptors
for structure–activity relationships in this class of com-
pounds. The poor activity of some of these molecules
could be rationalized based on the CoMFA-generated
contour maps; these maps also portray how activity
could be improved by varying the bulk and electrostatics
for these molecules.

The earlier CoMFA studies by Belvisi et al. [6] and
Prendergast et al. [7] were carried out on training sets of
28 and 50 molecules, respectively. In this aspect, the
number of molecules in this work and the diversity of
the test set straddle the two limits. One of the reasons for
our inability to include more compounds and increase di-
versity was limited by the strict adherence to our selec-
tion criteria. We made all efforts to include only data ob-
tained with respect to the same tissue and the same refer-
ence/standards. The conformations A and B generated by
consensus dynamics are related to the “x” and “g” geom-
etries of Belvisi et al. In their study, the geometry was
not seen to influence the outcome of the CoMFA results.
This contrasts with our study, where the geometry does
seem to have an influence on the CoMFA models, but
not the manner of representation of activity.

Belvisi et al. [6] and Prendergast et al. [7] found
MNDO-ESP calculated partial charges and MNDO de-
rived charges to be best suited for their CoMFA models,
respectively. This work also showed that partial charges
fitted to electrostatic potentials calculated at the AM1
level of theory are the most ideal. Further, Belvisi et al.
[6] had carried out a variable selection optimization using
D-optimal design and fractional factorial design in the
GOLPE program to yield models with a high q2 of 0.80.
This was higher than our best q2 of 0.71. However, the re-
ported q2 and r2 values in the Prendergast et al. work [7]
were only 0.64 and 0.76, respectively, possibly because
the model was not optimized by removal of outliers.
More importantly, Belvisi et al.’s CoMFA model was not
rigorously tested on an independent test set, unlike Prend-
ergast et al. who used the model to make predictions of
molecules outside the training set. Although Prendergast
et al. have not reported a “predictive” r2 value, our calcu-
lations using data reported in their paper yield a “predic-
tive” r2 of 0.05. It is possible that the diversity of their
test set and the lack of optimization of the CoMFA model
may be probable factors for this low value. The “predic-
tive” r2 of our CoMFA model is 0.436. Overall our model
for AT1 receptor antagonist is a refinement of the existing
CoMFA models and exhibits better predictive capabilities
and helps to better understand structure–activity relation-
ships of this class of compounds.
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